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Abstract
This paper explores the effectiveness of a flexible song recommendation function imple-
mented in a music web service. The function allows users to create recommendation 
models, which we refer to as intent-based recommendation models (IBRMs), according 
to their intents. For example, a user can develop IBRMs for “cool songs,” “songs for 
concentrating on work,” and so on, and receive recommendations from each of the IBRMs 
according to her intents. The key novelty of this work lies in the architecture that enables 
users to explicitly construct and maintain multiple personalized recommendation models 
in parallel, each specialized for a particular intent. This user-driven approach contrasts 
with conventional systems that rely on a single, system-controlled recommendation model 
per user. To develop an IBRM, the user first initializes it by choosing seed songs and then 
repeatedly updates it by giving feedback based on whether recommended songs are rel-
evant to the user’s intent. In the case study using the real-world web service “Kiite,” we 
analyze 1,116 IBRMs created by 417 users and show key characteristics of those IBRMs 
(e.g., it is meaningful to enable users to create their own IBRMs, because the created 
IBRMs generate largely different recommendation results from one another). These find-
ings demonstrate the effectiveness and practical value of enabling users to control intent-
specific recommendation behavior through the proposed IBRM framework.

Keywords Recommender systems · Song recommendation · Web service · User intent

1 Introduction

Listening to music is an essential activity in people’s everyday lives (not only during per-
sonal time [1–3] but also during work hours [4]). As music streaming has become common-
place and enabled people to access a vast amount of music [5, 6], song recommendation has 
become essential for people to efficiently find new songs. To estimate people’s musical pref-
erences, a variety of methods, from typical content-based and collaborative filtering [7–16] 
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to recent deep-learning-based methods [17–20], has been proposed. Most of these methods 
estimate users’ preferences from songs listened to previously.

The recommendation accuracy on evaluation datasets has improved with the advent 
of more sophisticated methods. When such methods are applied to a real web service or 
smartphone application, it is assumed that only one recommendation model (a.k.a. a user 
profile [21, 22]) is created for each user. However, this assumption can cause the following 
problems.

 ● On a music streaming service, Olivia usually listens to intense music such as rock and 
metal. One day, she wants to listen to music for concentrating on work, and she plays a 
mellow song. According to her play history, which includes many intense songs, even 
after the mellow song, the service tends to recommend intense songs that are not suit-
able for concentration. That is, even if appropriate recommendations are usually gener-
ated by the personalized recommendation model, there is a problem of not being able to 
receive recommendations that meet a user’s various intents at different times.

 ● James usually does not listen to jazz. One day, a friend recommends a jazz song to him, 
so he listens to it on his regular music streaming service and enjoys it. After listening 
to it, however, the service starts recommending other jazz songs related to that song. 
This unintended change in the recommendation model is inappropriate because he only 
wants to occasionally receive jazz-related recommendations when that is his intent. In 
other words, when a user does not want to change the regular recommendations that the 
user typically receives, there is a problem of recommendations becoming contaminated 
by temporary interests.

To solve these problems, in this paper, we propose the concept of an intent-based recom-
mendation model (IBRM), which enables users1 to develop multiple song recommendation 
models based on their intents and receive recommendation results corresponding to those 
intents. Moreover, as a case study, we implemented and released the proposed concept in a 
web service called Kiite2 for the music domain. A Kiite user can develop an IBRM without 
any expert knowledge of recommendations. To develop an IBRM, the user first inputs a 
name for the model and chooses at least one seed song. For example, suppose that she cre-
ates an IBRM named “songs for concentrating on work.” The created model then returns 
recommendation results to her. In addition to listening to the recommended songs, she can 
give feedback based on whether each of the recommended songs is relevant to the model’s 
intent. Note that this feedback is independent of the user’s usual musical preferences. There-
fore, even if a recommended song matches her usual musical preferences, she may give 
negative feedback on the song if it is not suitable for concentrating on work. By incorporat-
ing such feedback, the model is updated and returns new recommendation results. Then, by 
repeating the cycle of giving feedback and updating the model, the user can further develop 
the model so that it correctly reflects her intent. Moreover, when multiple IBRMs are cre-
ated, the user can receive recommendation results from each model independently.

By creating and switching between multiple IBRMs, a user can receive recommendation 
results according to her intent at the moment, which solves the first problem. Moreover, 

1 Throughout this paper, the term “user” indicates the “end user” of a service.
2 “Kiite” means “listen” in Japanese. https://kiite.jp
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when the user is temporarily interested in a particular song, she can create an IBRM by 
choosing that song as a seed. Because each IBRM generates recommendations indepen-
dently, the user interaction with an IBRM does not affect either the other models’ recom-
mendations or the regular recommendations that the user usually receives, thus solving the 
second problem. On Kiite, users can also delete created IBRMs; hence, by deleting a created 
IBRM, a user can receive no more recommendations from that model.

Our contributions and innovations in this paper can be summarized as follows.

 ● We propose a novel user-driven architecture for intent-based recommendation models 
(IBRMs) that enables users to explicitly create, manage, and update multiple recom-
mendation models based on their individual intents. Unlike conventional systems that 
maintain a single, system-controlled recommendation model, our approach allows users 
to create multiple recommendation models according to various intents.

 ● We implemented and publicly released the proposed user-driven IBRM architecture in a 
real-world music web service, Kiite. This allows non-expert users to interactively build 
personalized, intent-specific models through intuitive interfaces and feedback mecha-
nisms.

 ● We conducted a large-scale empirical study based on long-term interaction logs from 
417 users and 1,116 IBRMs, collected over more than two years. This analysis reveals 
key characteristics of how users use IBRMs in practice, confirming the feasibility and 
value of user-driven control in recommendation systems.

 ● We showed that IBRMs produced significantly different recommendation results even 
for models with same names, and that recommendation results by a user’s IBRM were 
greatly different from those by the recommendation model reflecting the user’s usual 
musical preferences. These findings empirically validate the necessity of supporting 
multiple user-driven recommendation models to capture diverse information needs.

2 Related work

2.1 Context-aware recommender systems

Context-aware recommender systems (CARS) incorporate context information such 
as emotion, time, and location to improve the quality of recommendations [23–31]. For 
example, CARS for music that use time information can recommend different songs on 
weekends from those recommended on weekdays. CARS have been implemented in not 
only music domain [23–27, 31] but also other domains including movies [31, 32], points of 
interest [33–35], and e-commerce [34, 36].

Despite the usefulness of considering context information, CARS have the following 
three limitations. First, CARS can only consider contexts that have been pre-determined for 
use by the system. For example, a user cannot receive recommendations for a rainy day if the 
system does not incorporate weather information as context. Second, CARS can certainly 
deal with various contexts by sensing as many kinds of contexts as possible. However, it is 
not always easy to measure contexts such as a user’s location, activity, and mood because 
of the unavailability of physical sensing infrastructures and privacy problems [37]. Third, 
when a user is in a specific context, she does not always listen to songs that are relevant to 
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that context. For example, even if a user typically likes listening to rock on weekends, she 
may listen to jazz music introduced by a friend on a particular weekend. In such a case, the 
recommendation results for the context of “weekend” become contaminated, as in one of 
the examples given in section 1.

In contrast, IBRMs can overcome these limitations because they enable users to create 
recommendation models for any context (i.e., according to their intent) just by choosing at 
least one seed song, without requiring any sensing devices or private information. In addi-
tion, users can easily and explicitly switch between IBRMs so that their recommendation 
results are not contaminated. We believe that such interactive switching by users is impor-
tant for user-centric music recommendation, though automatic context-dependent recom-
mendation by CARS is helpful.

2.2 Playlist generation and radio stations

Because it is time consuming to manually create a playlist [38], two approaches have been 
studied to ease the process: automatic playlist generation and assisted playlist creation. In 
both approaches, a user typically chooses at least one seed song [39]. In the former approach, 
a list of songs is automatically generated by considering multiple constraints such as the 
playlist length and the continuity between songs [9, 40–43]. Recently, approaches have been 
proposed that generate playlists using reinforcement learning, where the characteristics of 
songs included in the playlist [44] and user satisfaction with the generated playlist [45] are 
treated as rewards. In the latter approach, the user gives feedback by means such as liking 
and skipping songs [46, 47]; the playlist is then modified according to the feedback. In 
other systems, the user manually adds songs to a playlist from songs that are recommended 
according to tags selected by the user [48] or similarity to a seed song(s) [49]. When users 
create playlists based on recommended songs, different playlist topics lead to the adoption 
of recommendations with different audio characteristics [50]. These previous approaches 
aim to generate a fixed list of songs so that users can repeatedly listen to generated static 
playlists. In contrast, although our IBRM approach also lets users choose seed songs and 
give feedback, it aims to keep updating recommendation results over a long period of time 
and thus introduce users to various songs that are chosen dynamically according to their 
created IBRMs.

On YouTube Music3, a user can start a “radio station” from a seed song, album, artist, or 
playlist. The generated radio station continuously plays songs and updates them according 
to the user’s feedback (thumbs-up/thumbs-down for each song). Unlike our IBRM architec-
ture, the feedback on YouTube Music is global: a song receiving a thumbs-up in one radio 
station also receives a thumbs-up in other radio stations where it appears. Therefore, gener-
ated radio stations influence each other. In contrast, a user’s feedback in an IBRM does not 
influence the user’s other IBRMs, and each IBRM is updated independently. This enables 
users to flexibly develop IBRMs even for largely different intents.

2.3 Multi-faceted user profiles

In the context of recommendations, the term “user profile” is defined as a user model that 
represents a user’s interests or preferences [21, 22]. Because a user’s interests may be 

3 https://music.youtube.com
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diverse even in a specific domain, methods have been proposed to detect multi-faceted user 
profiles and recommend items relevant to each profile [30, 51–54], where a user’s profiles 
are estimated from the interactions between the user and items. In those studies, the number 
and granularity of the profiles were limited and depended on the method. On the other hand, 
in our approach a user can create multiple profiles, which correspond to IBRMs, by herself. 
This enables creation of as many IBRMs as desired, at an arbitrary granularity. Although 
diversifying recommended items is effective to cover as many intents as possible in recom-
mendation results [55–58], our proposed IBRMs aim to generate recommendation results 
specialized for a user’s specific intent. Moreover, unlike the studies for solving the problem 
of mixed intentions of multiple users in a shared account [59–61], we focus on various 
intents of each user.

Note that it is impractical for a user to create and manage multiple user accounts solely 
to receive different recommendations according to her intents (e.g., one account for “con-
centration on work” and another one for “cool songs”), because it is burdensome to switch 
the accounts every time her intents change. In addition, playlists and favorite songs are not 
shared between her accounts. Our proposed IBRM architecture does not face such problems.

2.4 Music recommender system applications

In the research field of recommender systems, in addition to proposal for recommendation 
methods and approaches, the main research focus has recently been to implement recom-
mender system applications and then obtain insights from users’ behaviors on those applica-
tions [62, 63]. In music recommendations, too, there have been various studies that proposed 
recommender system applications for displaying explanations [64], providing group recom-
mendations [65], concentrating on work [66], recommending Internet radio stations [67], 
recommending songs based on sentiment analysis of songs [68], recommending music for 
an input video [69], and so on. Implementation of such applications is a worthwhile con-
tribution because it can provide guidelines for other researchers and companies on how to 
practically apply proposed concepts or methods to real recommender systems [70]. Inspired 
by the importance of implementation, for this paper, we not only proposed the concept of an 
IBRM but also implemented it and released Kiite that applies the concept.

3 Intent-based recommendation model

For this paper, we implemented the proposed concept of an IBRM as a function on Kiite, 
which is a web service for exploring and discovering music. In this section, we first give an 
overview of the key functions of Kiite that are related to our concept. We then describe the 
user operations for developing IBRMs.

3.1 Overview of Kiite

Song data on Kiite are routinely collected from Nico Nico Douga4, which is one of the most 
popular video sharing services in Japan. On Nico Nico Douga, it is quite common for both 
amateur and professional musicians to upload songs created with singing voice synthesizer 

4 https://www.nicovideo.jp
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software called VOCALOID [71]. As of the end of July 2024, more than 490,000 songs are 
available on Kiite. When a Kiite user listens to a song, its music video clip is played on Kiite 
by an embedded video player5.

Kiite enables users to effectively find new favorite songs by providing novel functions 
such as exploration of songs according to the vocal timbre and continuous listening to only 
the choruses of multiple songs. A registered user can also set her own icon image, add songs 
to her list of favorite songs, create playlists, and listen to other users’ playlists.

3.2 Operations for developing IBRMs

3.2.1 Initialization

The Kiite interface has a link to a “recommendation engine” page6. When a user accesses the 
page for the first time, it displays song recommendation results that are generated accord-
ing to her play history and the songs added to her list of favorite songs and her playlists, 
as shown in Fig. 1 . Because the recommendation model reflects the user’s usual musical 
preferences, we call it a “default recommendation model.” One default recommendation 
model is automatically created for a user when she creates a Kiite account.

5 On Nico Nico Douga, all songs are uploaded as music videos.
6 On Kiite itself, we use the term “recommendation engine” instead of “recommendation model” so that users 
can more easily understand the concept. In this paper, we use both terms interchangeably.

Fig. 1 (a) Top page of the “recommendation engine” function. (b) List of the user’s default recommenda-
tion model and created IBRMs. (Interfaces are translated into English.)
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When the “recommendation engine selection” button (Fig. 1 ) is clicked, a list of avail-
able recommendation models, including the default one, is displayed. In the example shown 
in Fig. 1 , the user has already created three IBRMs. To create a new IBRM, she clicks 
the “new recommendation engine creation” button (Fig. 1 ). She then inputs the name 
of the new IBRM (e.g., “cool”), as shown in Fig. 2 , and chooses at least one seed song. 
Seed songs can be searched for via metadata such as titles and creator names (Fig. 2  and 

). Finally, the user completes the initialization process by clicking the “create” button 
(Fig. 2 ).

To generate an IBRM’s recommendation results, we use l ≥ 1 recommendation algo-
rithms A = {a1, . . . , al}. The input of each algorithm ai( 1 ≤ i ≤ l) is a set of seed songs. 

Fig. 3 Process of generating recommendation results for an IBRM

 

Text box for IBRM’s name Two songs added as seed songs

Search box for seed songs

E

F Search results“Create” bu�onH G

Fig. 2 Interface for creating a new IBRM. (Interface is translated into English.)
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According to the input, ai outputs a ranked list ri of the top m recommended songs. Let R 
denote the set of l recommendation results, i.e., R = {r1, . . . , rl}. Finally, we merge the 
results in R by using the Borda count and then display the merged results to the user (Fig. 3). 
For example, suppose that l = 3 and m = 300 for r1, r2, and r3. The songs ranked at 1st, 
2nd, · · · , 300th in ri ∈ R obtain the scores of 300, 299, · · · , 1, respectively. If a song s is 
ranked at 3rd in r1 and 105th in r3, and is not included in r2, the total score of s computed by 
using the Borda count is 298 + 196 = 494. More formally, the score of a song s is computed 
by the following equation.

 
fBorda(s, m, R) =

∑
1≤i≤l

(m + 1 − rank(s, ri)) . (1)

Here, rank(s, ri) denotes the rank of song s in the recommendation result ri. If s is not 
included in ri, rank(s, ri) returns m + 1. In the same manner, the total scores of each 
song that appears at least one of r1, r2, or r3 are computed. Then, the songs are ranked in 
descending order of their total scores in the merged recommendation results. Note that this 
recommendation process is not our contribution because it is a general approach to merge 
multiple recommendation results by using the Borda count [72]. Rather, we describe the 
process here to provide guidelines on how to apply the proposed concept of an IBRM to real 
recommender systems.

Each of the ai can be any recommendation algorithm, from typical ones to recent deep-
learning-based ones, if it satisfies the aforementioned input and output requirements. In our 
implementation for the Kiite service, we use two algorithms (i.e., l = 2). The first one is 
content-based filtering (Fig. 4), in which the similarity between songs is computed via the 
Euclidean distance between audio features [73]. A song that is more similar to more seed 
songs is ranked higher. We used this algorithm to deal with a cold-start problem [74] where 
only a few seed songs are chosen by a user. Specifically, the recommendation score of a song 

Fig. 4 Process of generating recommendation results through content-based filtering

 

1 3



Multimedia Tools and Applications

s is computed based on the Borda count. Let Sseed and rsim
s′  denote a set of the seed songs 

and a ranked list of the top 100 songs in terms of the audio-based similairty with s′ ∈ Sseed, 
respectively. The score of s is computed as follows.

 
fcon(s, Sseed) =

∑
s′∈Sseed

(
101 − ranksim(s, rsim

s′ )
)

, (2)

where ranksim(s, rsim
s′ ) denotes the rank of s in rsim

s′ . It returns 101 if s is not included in 
rsim

s′ .
The second algorithm is collaborative filtering (Fig. 5). Here, we first create a user-song 

matrix M ∈ RU×I  where U and I are the numbers of users and songs on Kiite respectively, 
and an entry (x, y) is the score of song y for user x. The score ranging from 1 to 5 is computed 
based on the play count of y by x and whether y has been added to x’s list of favorite songs 
and playlists. We then regard the initialized IBRM as a user, add it to M, and create a new 
matrix M+ ∈ R(U+1)×I . In the added row of M+, each seed song has a score of 5. Then, 
we apply Non-negative Matrix Factorizaion (NMF) [75] to M+. In NMF, each user u and 
each song s are represented by d-dimensional vectors vu ∈ Rd and vs ∈ Rd, respectively. 
Finally, we obtain the IBRM’s recommendation results by calculating recommendation 
scores of each song s for the IBRM u′ based on the inner product:

 fcollab(u′, s) = vT
u′ vs. (3)

In both algorithms, we set m = 300. Note that the algorithms described above for our ser-
vice are just examples. In fact, when a particular platform applies the proposed concept 
of an IBRM, it can use its own recommendation algorithms that are suitable for the plat-
form’s domain or service. That is, our contribution is independent from the recommendation 
algorithms.

3.2.2 Update

We generate recommendation results for all users’ new IBRMs through a batch operation 
that is executed every 20 minutes. As a result, within 20 minutes after clicking the “cre-
ation” button described above, the user can see the new IBRM’s recommendation results 
by selecting it. In the results, songs are ranked according to their recommendation scores. 
When a ranked song is clicked, it is played in the video player at the bottom left of the 
screen, as shown in Fig. 6 . Note that the user can enlarge the video player. When the user 
finds a song interesting, she can add it to her list of favorite songs or to a playlist. More-

Fig. 5 Process of generating recommendation results through collaborative filtering
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over, by hovering the mouse cursor over the transparent thumbs-up icon displayed next to 
each song’s thumbnail and clicking on either the thumbs-up or thumbs-down icon, the user 
can give positive or negative feedback (thumbs-up or thumbs-down, as shown in Fig. 6
). According to this feedback, the IBRM is updated and new recommendation results are 
displayed7.

Here, note that the feedback is not based on the user’s usual musical preferences; rather, it 
is based on whether the song is relevant to the intent of the IBRM. For example, suppose that 
a user who usually listens to rock music creates an IBRM named “concentration on work,” and 
a rock song is included in its initial recommendation results. Because the user often listens to 
rock, the song actually matches her musical preferences. However, if she thinks the rock song 
is not suitable for the intent of concentration, she can give it a thumbs-down for this IBRM. 
On the other hand, even if she does not usually listen to jazz, if she thinks a recommended 
jazz song is suitable for concentration, she can give it a thumbs-up. Thus, as these examples 
show, the feedback is independent of the user’s usual musical preferences. Therefore, a user 
can give a thumbs-up to a song in one IBRM (e.g., a pop song in a “feeling happy” IBRM) and 
a thumbs-down to the same song in another IBRM (e.g., the same pop song in a “feeling sad” 
IBRM). Because each IBRM generates its recommendation results independently, a user can 
give such conflicting feedback to the song, depending on the IBRM. This novel architecture 
achieves the desired flexibility for our proposed IBRM.

In our implementation for the Kiite service, we use feedback to generate updated rec-
ommendation results by using the aforementioned two algorithms and the Borda count. In 
both algorithms, songs with thumbs-up are used in the same manner as seed songs. In the 
content-based filtering, songs that are similar to songs with thumbs-down are removed from 
the recommendation results; in the collaborative filtering, a score of 1 is assigned to songs 
with thumbs-down.

7 Even after initializing an IBRM, the user can add new seed songs, and the IBRM will be updated when they 
are added.

Fig. 6 Interface for updating a created IBRM. (Interface is translated into English.)
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For a particular IBRM, the interface displays the numbers of thumbs-up and thumbs-
down that the user has given, as shown in Fig. 6 . By clicking the thumbs-up or thumbs-
down icon, she can see the list of songs for which she has given such feedback. The model 
can be repeatedly updated by giving feedback so that the IBRM can correctly reflect the 
user’s intent and generate appropriate recommendations8.

4 Experiment

We launched the Kiite music recommendation service on the web on Aug. 30, 2019. In this 
section, by analyzing the user interaction logs stored on Kiite9, we first report basic statistics 
about the usage of IBRMs. We then answer four research questions to reveal key character-
istics of IBRMs through the case study.

4.1 Basic findings

In this experiment, we analyzed data from users who had created more than one IBRM 
by Apr. 27, 2022. This gave us 1,116 models created by 417 users; let U denote the set of 
these users. The minimum, maximum, and average numbers of IBRMs created by a user 
were 2, 16, and 2.68, respectively. On average, a user chose 8.87 seed songs to create an 
IBRM. The total numbers of positive and negative feedback instances (i.e., thumbs-up and 
thumbs-down) given to the models were 5,521 and 14,215, respectively. However, among 
the models that received at least one thumbs-up or thumbs-down, 52.74% received more 
positive feedback than negative feedback. In addition, 56.48% of users gave more positive 
than negative feedback. Therefore, although positive feedback was slightly more common 
on average, the type of feedback used to develop an IBRM depended on the user.

As we mentioned in section 3.2.2, one characteristic of an IBRM is to enable a user 
to give conflicting feedback to a song according to the intents of IBRMs. In our data, we 
observed that some users behaved that way. For example, a user gave positive feedback to 
a pop song in an IBRM with a name related to “cheer,” while the same user gave negative 
feedback to it in an IBRM with a name related to “calm.” Another user gave conflicting 
feedback to as many as 14 songs between two IBRMs. These findings indicated that users 
did give feedback on the recommended songs according to their relevance to the IBRM’s 
intent rather than their usual musical preferences.

4.2 Difference from playlists

4.2.1 Research question

Although we discussed the difference between our proposed IBRM and a playlist in sec-
tion 2.2, they have a certain thing in common: they are both named according to a user’s 

8 The Terms of Use of the web service state that user interaction logs will be used for research purposes.
9 In a recommender system evaluation, it is common to adopt a shallow rank such as top 10 or 20. However, 
the overlap between such shallow recommendation results happens to be small even when they are generated 
from similar recommendation models. Hence, to evaluate more rigorously, we adopted deep ranks such as top 
50, 75, and 100. The same goes for the subsequent experiments.
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intent. By comparing the names given to IBRMs with those given to playlists, we can under-
stand how users use them differently, which motivates the following research question. 
RQ1 What are the respective characteristics of the names given by users to IBRMs and 
playlists?

4.2.2 Experimental setup

Because the names of the 1,116 IBRMs provided by the users are too diverse, we catego-
rized them by manually labeling category names for each IBRM. For example, an IBRM 
named “rock” was labeled with the “genre” category. An IBRM could be labeled with more 
than one category: for example, an IBRM named “cool jazz” was labeled with both the 
“mood” and “genre” categories. Next, we collected the 1,379 playlists created by the users 
in U and labeled each one with category names in the same manner as for the IBRMs.

4.2.3 Results

Table 1 lists the distributions of the labeled category names. For the IBRMs, “mood” had the 
highest frequency (22.49%) besides “other.” Because mood information does not usually 
appear in a song’s title or tags, it is difficult to search for songs that match a user’s desired 

Category Examples No. of 
IBRMs

No. of 
playlists

mood cute, cool, 
easygoing

251 
(22.49%)

96 (6.96%)

genre rock, jazz, trance 104 
(9.32%)

64 (4.64%)

favorite my favorite songs 57 
(5.11%)

114 (8.27%)

creator BIGHEAD, kz 37 
(3.32%)

51 (3.70%)

song title Mellow Yellow 29 
(2.60%)

0

instrument piano, guitar 12 
(1.08%)

12 (0.87%)

situation before bed, back-
ground music for 
work

9 (0.81%) 35 (2.54%)

time May 2020, fall 
2019

0 319 
(23.13%)

selection 30 recommenda-
tion songs in 2008

0 259 
(18.78%)

VOCALOID Miku Hatsune 0 111 (8.05%)
tentative listen later, 

tentative
0 38 (2.76%)

recommendation my 
recommendation

0 28 (2.03%)

novelty songs found 
recently

0 26 (1.89%)

other test, my engine, aaa 633 
(56.72%)

496 
(33.66%)

Table 1 Category distributions of 
the IBRM and playlist names
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mood. In addition, the mood often depends on the user’s subjective judgment. For example, 
the nuances of “cool” could differ from one user to another, and thus, even songs that have 
a “cool” tag might not always match a user’s desired mood. In contrast, a user can develop 
an IBRM by choosing seed songs and giving feedback so that the model generates recom-
mendation results that match the desired nuances. As a result, many users created IBRMs 
based on mood. As for “genre,” it is relatively easy to search for songs that belong to a 
desired genre because tags usually include genre information. Nonetheless, “genre” had the 
second highest frequency among the categories (9.32%). This result also indicates that just 
filtering songs by a genre name was not enough for users to find desired songs. Instead, they 
expected that a created IBRM would understand the subtle nuances of their desired songs in 
a genre from the seed songs and the given feedback.

For the playlists, “time” had the highest frequency (23.13%). This means that playl-
ists were often created to revisit songs that were released during a certain period. Sharing 
these playlists with other users was also useful because then they did not need to create 
similar playlists by themselves. The category with the second highest frequency (18.78%) 
was “selection.” Playlists in this category were usually created to recommend the songs in 
a playlist to other users. Note that our proposed IBRM does not decrease the value of such 
manually created playlists for recommendation, and vice versa. The reason is that such play-
lists consist of songs that are chosen according to a creator’s unique viewpoint. We believe 
that we can enrich a user’s music listening experiences by offering both playlists created 
from other users’ viewpoints and IBRMs created from the user’s own viewpoint.

In summary, the results showed that IBRMs were mainly used to find songs that had 
desired nuances, while playlists were used to record, share, or recommend songs.

4.3 Diversity of IBRMs

4.3.1 Research question

If most of the IBRMs created by users generated similar recommendation results to each 
other, the users would not need to create models independently. In that case, it might be 
better if the service platform simply created several (e.g., 10) IBRMs with typical intents 
and provided them to users. On the other hand, if even models having the same name (e.g., 
“rock”) generated largely different results from one another, it would be more meaningful 
to enable users to create their own IBRMs. Given these considerations, we address the fol-
lowing two research questions here. 
RQ2 How diverse are the recommendation results generated by users’ IBRMs?
RQ3 Do even IBRMs having the same name generate different recommendation results 
from each other?

4.3.2 Experimental setup

First, to answer RQ2, we constructed a graph G in which each node corresponded to an 
IBRM (i.e., G had 1,116 nodes). When the overlap of the top n recommendation results gen-
erated by two IBRMs was greater than or equal to a threshold θ, their corresponding nodes 
were connected by an undirected edge. Then, we counted the number of connected compo-
nents in G. Here, we regarded each connected component as a cluster [76] and assumed that 
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IBRMs in the same cluster generated similar recommendation results. Therefore, the larger 
the number of clusters was, the more diverse the created IBRMs were, because the IBRMs 
in different clusters generate dissimilar recommendation results (Fig. 7).

Next, to answer RQ3, we collected IBRMs having the same name. In this experiment, 
we considered the following six names (the number in parentheses represents the number 
of corresponding IBRMs): “rock” (15), “stylish” (10), “EDM” (8), “up-tempo” (7), “cool” 
(7), and “cute” (7). Then, we counted the number of overlapping results among the top 100 
recommendation results between any two models having the same name.

4.3.3 Results

Figure 8 shows the results for RQ2 with θ ranging from 5 to 50 for the top 50, 75, or 100 
recommendation results. Note that our clustering rule was loose because nodes that were not 
directly connected could belong to the same cluster. Nonetheless, for θ = 20, there were 225 
clusters for the top 100 recommendation results. This desirable diversity was enabled by our 
novel architecture. It would be unrealistic for a service platform to prepare and provide such 
diverse IBRMs in advance. In the cases of the top 50 and 75 results, although the numbers 
of clusters were smaller than in the case of the top 100, as naturally expected, the created 
IBRMs were still diverse, which confirmed the significance of enabling users to create their 
own IBRMs.

Figure 9 shows the results for RQ3. For all model names, the most frequent number of 
overlaps was 0. This does not imply that our recommendation method is inaccurate: if our 
method was inaccurate and generated recommendations at random, for example, then all the 
values in the figure would have been close to 0. However, some IBRM pairs had relatively 
high numbers of overlaps (e.g., 26 for “rock,” 22 for “stylish,” and 34 for “EDM”). This 
means that our method could generate recommendations when users’ desired nuances were 
similar. In light of these results, we conclude that even when IBRMs had the same name, 
they often generated largely different recommendation results from one another.

Fig. 7 Examples of graphs constructed based on the overlap of recommendation results between IBRMs. 
Each node represents an IBRM. An edge between two nodes indicates that the corresponding IBRMs 
share at least θ songs in their recommendation results. Both graphs contain 10 nodes, but the left graph 
has two clusters, while the right graph has four clusters, indicating that the IBRMs in the right graph 
exhibit greater diversity
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4.4 Difference from user’s default recommendation model

4.4.1 Research question

As mentioned in section 3.2.1, a user’s default recommendation model recommends songs 
according to her usual musical preferences. Similar to the IBRMs, the DRM is also imple-
mented based on a hybrid recommendation model. In addition, as mentioned in section 3.2.2, 
when a user develops an IBRM, we assume that she gives feedback on the recommended 
songs according to their relevance to the IBRM’s intent rather than to her usual musical 
preferences. If the recommendation results given by a user’s IBRM were largely different 
from those given by her default recommendation model, it would mean that users actually 
give feedback in the way we assume. This hypothesis motivates the following research 
question. 
RQ4 How different are the recommendation results given by a user’s IBRM and the 
user’s default recommendation model?

Fig. 9 Numbers of overlapping recommendation results between IBRMs having the same name. “RM” 
stands for “recommendation model.” The value range of the color bars is the same for all the heat maps

 

Fig. 8 Number of clusters of IBRMs for different overlap thresholds θ
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4.4.2 Experimental setup

Let Sd
u,n denote the set of top n recommended songs given by the default recommendation 

model of a user u ∈ U . Moreover, let Cu denote the set of IBRMs created by u. Similarly 
to Sd

u,n, Sc
u,n represents the set of top n recommended songs given by an IBRM c ∈ Cu. 

To answer RQ4, for each IBRM of each user, we computed the percentage of overlapping 

songs between Sd
u,n and Sc

u,n, i.e., p(u, c, n) = 100×|Sd
u,n∩Sc

u,n|
n . For example, when calcu-

lating p(u, c, n) for an IBRM c created by user u with n = 50, if there are 4 overlapping 
songs between Sd

u,n and Sc
u,n, then p(u, c, n) = 100×4

50 = 8.

4.4.3 Results

Figure 10 shows the distribution of p(u, c, n) over the 1,116 IBRMs for n = 50, 75, and 100. 
Regardless of n, more than half of the IBRMs had p(u, c, n) values below 10. In particular, 
for n = 100, 34.4% of them had p(u, c, n) = 0. Therefore, we can say that, in general, the 
recommendation results given by a user’s IBRM were largely different from those given by 
the user’s default recommendation model. These results confirm that users tended to give 
feedback to IBRMs not according to their usual musical preferences but according to the 
relevance to an IBRM’s intent.

5 Discussion and conclusion

In this paper, we introduced the concept of intent-based recommendation models (IBRMs), 
a user-driven framework that allows individuals to create and manage multiple recommen-
dation models according to their specific intents. We implemented this concept in the music 
web service Kiite and conducted a large-scale analysis of 1,116 IBRMs created by 417 
users. Our findings demonstrate that users construct diverse, intent-specific models that dif-
fer significantly from playlists and from each other, confirming the value of enabling user-

Fig. 10 Overlaps between a user’s IBRM and default recommendation model
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driven control over recommendation behavior. These results highlight the practical potential 
of IBRMs as a flexible and personalized approach to recommendation, and they offer a 
foundation for future research and system design focused on intent-aware personalization. 
The reusable insights obtained through this case study can be summarized as follows.

 ● Our proposed IBRM architecture solves two problems that were introduced in section 1. 
By creating IBRMs that reflect her intents, a user can choose an appropriate IBRM 
to receive desired recommendations; this solves the first problem of not being able to 
receive recommendations that meet a user’s needs at the moment. Moreover, because 
each IBRM is created and updated independently, an IBRM’s recommendation results 
are not influenced by other IBRMs. This solves the second problem of recommenda-
tions becoming contaminated by a user’s temporary interests: instead, the user simply 
switches IBRMs by herself.

 ● Our experimental analysis revealed that users utilize IBRMs for purposes clearly dis-
tinct from those of playlists, confirming that IBRMs serve as a unique mechanism for 
expressing and managing intent-specific preferences. Therefore, it is meaningful to en-
able users to create their own IBRMs. We also found that the vast majority of IBRMs 
produce significantly different recommendation results from one another, even when 
they share same names. Furthermore, as for the top 100 recommendation results, over 
34% of IBRMs produced zero overlap with the user’s default recommendation model, 
which demonstrates that users give feedback based on intent-specific criteria, not just 
general musical preferences. These findings underscore the importance of supporting 
user-driven model creation, as they demonstrate that intent-specific modeling leads to 
tangible diversity in recommendations. A key strength of this study is that these re-
sults were obtained from the long-term, in-the-wild behavior of real users interacting 
with a deployed web service over a period of more than two years, rather than from a 
short-term, controlled laboratory setting. This provides strong validity and reinforces 
the practical significance of the proposed IBRM framework.

 ● One promising future direction is to generalize the concept of IBRMs beyond the music 
domain. While this study applied the proposed architecture to a music listening service, 
the underlying idea is applicable to various multimedia domains such as movie stream-
ing services, video sharing services, and e-book services. Future work could explore 
how user-IBRM interactions vary across these domains and how domain-specific fea-
tures can be leveraged to support intent-based personalization more effectively. We be-
lieve that the concept can guide other researchers and companies in designing research 
and systems for recommendation based on user’s intents.

Finally, we stress that the goal of this paper was to explore the impact of IBRMs in terms 
of user interaction logs on the web service. Therefore, it was beyond the scope of this 
paper to compare the recommendation accuracy between the IBRM and state-of-the-art 
recommendation models. Another important future direction is to enhance the flexibility of 
IBRM creation by supporting derivative and hybrid IBRMs. For example, we could enable 
users to copy an existing IBRM created by themselves or by other users, and then cus-
tomize it through feedback. A more ambitious direction is to support combining two or 
more IBRMs into a new hybrid model. While copying is relatively straightforward, merging 
existing IBRMs involves challenges such as preserving the consistency of user feedback 
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and reconciling potentially conflicting intents. Although most users passively receive rec-
ommendations on general music streaming services, our proposed IBRM enables users to 
actively interact with recommendation models and experience the usefulness and satisfac-
tion of developing them. We believe such IBRM’s characteristics can diversify and enrich 
users’ music listening experiences.
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